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Experiments with Interference

I Goal: learn the effect of a treatment on a social outcome
I Social means that participants interact with each other.

Outcomes are not independent!
I Sometimes called interference

I Examples
I Education – “peer effects”
I Health (vaccination trials) – “herd immunity”
I Advertising – “viral marketing”
I Facebook experiments on user experience
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The Main Challenge

Challenge:

I How do we form statistically significant conclusions from
dependent observations?

I Without unreasonable assumptions on the dependence model?
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Our Approach

I Assume effects are monotone – “treatments never hurt”
I Either directly or by spillovers

I Allow the interference to be arbitrary in all other respects
I long range, nonlinear, etc.

I Find one-sided confidence interval on a particular
counterfactual of interest

I “if (no, all) units were treated, what would the outcome be?”

I To improve estimates (i.e., detect spillovers), use any prior
knowledge to choose the test statistic.

I Safer than making prior assumptions
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Formulation

Notation:

I Xi : treatment of ith unit (binary)

I Yi : outcome of ith unit (binary)

I θi : what would have happened to ith unit, in the absence of
all treatments (i.e, if Xi = 0 for all i)?

Assumptions:

I X is random (sampled w/o replacement)

I θi ≤ Yi for all i (“treatments never hurt”)

Note: Not assuming anything about who influences whom
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Two Methods

In paper, we propose two methods for constructing a confidence
interval in this setting.

1. Inverting a test statistic

2. Normal-based confidence intervals

(Will only have time to present first method)

Note: At this point, the goal is to show proof of concept, as
opposed to a solution that works “out of the box” for applications.

[simple idea that doesn’t work]
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Spoiler Alert

Story will be similar for both methods:

I Without network information, one-sided CIs usually similar to
assuming SUTVA, but with provable coverage

I With “good” network information, CIs can be tightened
through choice of test statistic

I Without placing formal assumptions on the generative model
I Coverage is preserved, even if network information is only

crude proxy to true social mechanisms – or even arbitrarily
misspecified
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Inverting a Test Statistic

I Random vector X

I Unknown parameter vector θ (the counterfactual)

I Test statistic T (X ; θ), with 95% quantile t.95(θ)

I Null hypothesis θnull

We can reject θnull with 95% confidence if:

T (X ; θnull) > t.95(θnull) or θnull 6≤ Y

A 95% confidence set for θ is the set of all non-rejected hypotheses:

{
θ : T (X ; θ) ≤ t.95(θ) and θ ≤ Y

}

This is valid for any choice of T (but may be hard to compute)
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Formulation as Optimization Problem

To find the upper bound of our confidence set on
∑

i θi , we can
solve the following optimization problem:

max
θ∈{0,1}N

∑

i

θi

such that T (X ; θ) ≤ t.95(θ)

θi ≤ Yi for all i

The difference
∑

i Yi −
∑

i θi is a lower bound on the attributable
treatment effect1.

1
Rosenbaum, Biometrika 2001
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Tbasic: a Basic Test Statistic

I Let Tbasic denote a test statistic:

Tbasic(X ; θ) =
∑

i :Xi=1

θi

Interpretation: how many treated people have θi = 1?

I Distibution of Tbasic is hypergeometric: how many balls with
θi = 1 are drawn from an urn?

✓i = 0
✓i = 1

✓i = 0

✓i = 1

✓i = 0

I Hence, a hypergeometric test is a valid test for any θnull
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Facebook 2010 Election Experiment2

who received the social message were 0.39% (s.e.m., 0.17%; t-test,
P 5 0.02) more likely to vote than users who received no message at
all. Similarly, the difference in voting between those who received the
social message and those who received the informational message was
0.39% (s.e.m., 0.17%; t-test, P 5 0.02), suggesting that seeing faces of
friends significantly contributed to the overall effect of the message on
real-world voting. In fact, turnout among those who received the
informational message was identical to turnout among those in the
control group (treatment effect 0.00%, s.e.m., 0.28%; P 5 0.98), which
raises doubts about the effectiveness of information-only appeals to
vote in this context.

These results show that online political mobilization can have a
direct effect on political self-expression, information seeking and
real-world voting behaviour, and that messages including cues from
an individual’s social network are more effective than information-
only appeals. But what about indirect effects that spread from person
to person in the social network? Users in our sample had on average
149 Facebook friends, with whom they share social information,
although many of these relationships constitute ‘weak ties’. Past
research indicates that close friends have a stronger behavioural effect
on each other than do acquaintances or strangers9,11,13,21. We therefore
expected mobilization to spread more effectively online through
‘strong ties’.

To distinguish users who are likely to have close relationships, we
used the degree to which Facebook friends interacted with each other on
the site (see Supplementary Information for more detail). Higher levels
of interaction indicate that friends are more likely to be physically
proximate and suggest a higher level of commitment to the friendship,
more positive affect between the friends, and a desire for the friendship
to be socially recognized29. We counted the number of interactions
between each pair of friends and categorized them by decile, ranking
them from the lowest to highest percentage of interactions. A validation
study (see Supplementary Information) shows that friends in the highest
decile are those most likely to be close friends in real life (Fig. 2a).

We then used these categories to estimate the effect of the mobil-
ization message on a user’s friends. Random assignment means that
any relationship between the message a user receives and a friend’s
behaviour is not due to shared attributes, as these attributes are not
correlated with the treatment (see Supplementary Information). To
measure a per-friend treatment effect, we compared behaviour in the
friends connected to a user who received the social message to beha-
viour in the friends connected to a user in the control group. To
account for dependencies in the network, we simulate the null distri-
bution using a network permutation method (see the Supplementary
Information). Monte Carlo simulations suggest that this method
minimizes the risk of false positives and recovers true causal effects
without bias (see Supplementary Information).

Figure 2 shows that the observed per-friend treatment effects increase
as tie-strength increases. All of the observed treatment effects fall outside
the null distribution for expressed vote (Fig. 2b), suggesting that they are
significantly different from chance outcomes. For validated vote
(Fig. 2c), the observed treatment effect is near zero for weak ties, but
it spikes upwards and falls outside the null distribution for the top two
deciles. This suggests that strong ties are important for the spread of
real-world voting behaviour. Finally, the treatment effect for polling
place search gradually increases (Fig. 2d), with several of the effects
falling outside the 95% confidence interval of the null distribution.

To simplify the analysis and reporting of results, we arbitrarily
define ‘close friends’ as people who were in the eightieth percentile
or higher (decile 9) of frequency of interaction among all friendships in
the sample (see the Supplementary Information). ‘Friends’ are all other
Facebook friends who had less interaction. A total of 60,491,898 (98%)
users in our sample had at least 1 close friend, with the average user
having about 10 close friends (compared with an average of 139 friends
who were not close).

The results suggest that users were about 0.011% (95% confidence
interval (CI) of null distribution 20.009% to 0.010%) more likely to
engage in an act of political self-expression by clicking on the I Voted
button than they would have been had their friend seen no message.
Similarly, for each close friend who received the social message, an
individual was on average 0.099% (null 95% CI –0.042% to 0.048%)
more likely to express voting.

We also found an effect in the validated vote sample. For each close
friend who received the social message, a user was 0.224% (null 95% CI
–0.181% to 0.174%) more likely to vote than they would have been had
their close friend received no message. Similarly, for information-
seeking behaviour we found that for each close friend who received
the social message, a user was 0.012% (null 95% CI –0.012% to 0.012%)
more likely to click the link to find their polling place than they would
have been had their close friends received no message. In both cases
there was no evidence that other friends had an effect (see
Supplementary Information). Thus, ordinary Facebook friends may
affect online expressive behaviour, but they do not seem to affect
private or real-world political behaviours. In contrast, close friends
seem to have influenced all three.

The magnitude of these contagion effects are small per friend, but it
is important to remember that they result from a single message, and in
many cases it was not possible to change the target’s behaviour. For
example, users may have already voted by absentee ballot before
Election Day, or they may have logged in to Facebook too late to vote
or to influence other users’ voting behaviour. In other words, all effects
measured here are intent-to-treat effects rather than treatment-on-
treated effects, which would be greater if we had better information
about who was eligible to receive the treatment.
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Figure 1 | The experiment and direct effects. a, b, Examples of the informational message and social message Facebook treatments (a) and their direct effect on
voting behaviour (b). Vertical lines indicate s.e.m. (they are too small to be seen for the first two bars).
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who received the social message were 0.39% (s.e.m., 0.17%; t-test,
P 5 0.02) more likely to vote than users who received no message at
all. Similarly, the difference in voting between those who received the
social message and those who received the informational message was
0.39% (s.e.m., 0.17%; t-test, P 5 0.02), suggesting that seeing faces of
friends significantly contributed to the overall effect of the message on
real-world voting. In fact, turnout among those who received the
informational message was identical to turnout among those in the
control group (treatment effect 0.00%, s.e.m., 0.28%; P 5 0.98), which
raises doubts about the effectiveness of information-only appeals to
vote in this context.

These results show that online political mobilization can have a
direct effect on political self-expression, information seeking and
real-world voting behaviour, and that messages including cues from
an individual’s social network are more effective than information-
only appeals. But what about indirect effects that spread from person
to person in the social network? Users in our sample had on average
149 Facebook friends, with whom they share social information,
although many of these relationships constitute ‘weak ties’. Past
research indicates that close friends have a stronger behavioural effect
on each other than do acquaintances or strangers9,11,13,21. We therefore
expected mobilization to spread more effectively online through
‘strong ties’.

To distinguish users who are likely to have close relationships, we
used the degree to which Facebook friends interacted with each other on
the site (see Supplementary Information for more detail). Higher levels
of interaction indicate that friends are more likely to be physically
proximate and suggest a higher level of commitment to the friendship,
more positive affect between the friends, and a desire for the friendship
to be socially recognized29. We counted the number of interactions
between each pair of friends and categorized them by decile, ranking
them from the lowest to highest percentage of interactions. A validation
study (see Supplementary Information) shows that friends in the highest
decile are those most likely to be close friends in real life (Fig. 2a).

We then used these categories to estimate the effect of the mobil-
ization message on a user’s friends. Random assignment means that
any relationship between the message a user receives and a friend’s
behaviour is not due to shared attributes, as these attributes are not
correlated with the treatment (see Supplementary Information). To
measure a per-friend treatment effect, we compared behaviour in the
friends connected to a user who received the social message to beha-
viour in the friends connected to a user in the control group. To
account for dependencies in the network, we simulate the null distri-
bution using a network permutation method (see the Supplementary
Information). Monte Carlo simulations suggest that this method
minimizes the risk of false positives and recovers true causal effects
without bias (see Supplementary Information).

Figure 2 shows that the observed per-friend treatment effects increase
as tie-strength increases. All of the observed treatment effects fall outside
the null distribution for expressed vote (Fig. 2b), suggesting that they are
significantly different from chance outcomes. For validated vote
(Fig. 2c), the observed treatment effect is near zero for weak ties, but
it spikes upwards and falls outside the null distribution for the top two
deciles. This suggests that strong ties are important for the spread of
real-world voting behaviour. Finally, the treatment effect for polling
place search gradually increases (Fig. 2d), with several of the effects
falling outside the 95% confidence interval of the null distribution.

To simplify the analysis and reporting of results, we arbitrarily
define ‘close friends’ as people who were in the eightieth percentile
or higher (decile 9) of frequency of interaction among all friendships in
the sample (see the Supplementary Information). ‘Friends’ are all other
Facebook friends who had less interaction. A total of 60,491,898 (98%)
users in our sample had at least 1 close friend, with the average user
having about 10 close friends (compared with an average of 139 friends
who were not close).

The results suggest that users were about 0.011% (95% confidence
interval (CI) of null distribution 20.009% to 0.010%) more likely to
engage in an act of political self-expression by clicking on the I Voted
button than they would have been had their friend seen no message.
Similarly, for each close friend who received the social message, an
individual was on average 0.099% (null 95% CI –0.042% to 0.048%)
more likely to express voting.

We also found an effect in the validated vote sample. For each close
friend who received the social message, a user was 0.224% (null 95% CI
–0.181% to 0.174%) more likely to vote than they would have been had
their close friend received no message. Similarly, for information-
seeking behaviour we found that for each close friend who received
the social message, a user was 0.012% (null 95% CI –0.012% to 0.012%)
more likely to click the link to find their polling place than they would
have been had their close friends received no message. In both cases
there was no evidence that other friends had an effect (see
Supplementary Information). Thus, ordinary Facebook friends may
affect online expressive behaviour, but they do not seem to affect
private or real-world political behaviours. In contrast, close friends
seem to have influenced all three.

The magnitude of these contagion effects are small per friend, but it
is important to remember that they result from a single message, and in
many cases it was not possible to change the target’s behaviour. For
example, users may have already voted by absentee ballot before
Election Day, or they may have logged in to Facebook too late to vote
or to influence other users’ voting behaviour. In other words, all effects
measured here are intent-to-treat effects rather than treatment-on-
treated effects, which would be greater if we had better information
about who was eligible to receive the treatment.
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I On login, Facebook users shown advert with “I voted” button

I For some users, the advertisement included profile pictures of
friends who had already clicked the button

I Did this make them more likely to do so themselves?

Sources of interference:

I Content of advertisement depends on actions of previous
recipients

I Traditional word-of-mouth

2Bond. et. al, Nature, 2012.
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Facebook 2010 Election Experiment2

who received the social message were 0.39% (s.e.m., 0.17%; t-test,
P 5 0.02) more likely to vote than users who received no message at
all. Similarly, the difference in voting between those who received the
social message and those who received the informational message was
0.39% (s.e.m., 0.17%; t-test, P 5 0.02), suggesting that seeing faces of
friends significantly contributed to the overall effect of the message on
real-world voting. In fact, turnout among those who received the
informational message was identical to turnout among those in the
control group (treatment effect 0.00%, s.e.m., 0.28%; P 5 0.98), which
raises doubts about the effectiveness of information-only appeals to
vote in this context.

These results show that online political mobilization can have a
direct effect on political self-expression, information seeking and
real-world voting behaviour, and that messages including cues from
an individual’s social network are more effective than information-
only appeals. But what about indirect effects that spread from person
to person in the social network? Users in our sample had on average
149 Facebook friends, with whom they share social information,
although many of these relationships constitute ‘weak ties’. Past
research indicates that close friends have a stronger behavioural effect
on each other than do acquaintances or strangers9,11,13,21. We therefore
expected mobilization to spread more effectively online through
‘strong ties’.

To distinguish users who are likely to have close relationships, we
used the degree to which Facebook friends interacted with each other on
the site (see Supplementary Information for more detail). Higher levels
of interaction indicate that friends are more likely to be physically
proximate and suggest a higher level of commitment to the friendship,
more positive affect between the friends, and a desire for the friendship
to be socially recognized29. We counted the number of interactions
between each pair of friends and categorized them by decile, ranking
them from the lowest to highest percentage of interactions. A validation
study (see Supplementary Information) shows that friends in the highest
decile are those most likely to be close friends in real life (Fig. 2a).

We then used these categories to estimate the effect of the mobil-
ization message on a user’s friends. Random assignment means that
any relationship between the message a user receives and a friend’s
behaviour is not due to shared attributes, as these attributes are not
correlated with the treatment (see Supplementary Information). To
measure a per-friend treatment effect, we compared behaviour in the
friends connected to a user who received the social message to beha-
viour in the friends connected to a user in the control group. To
account for dependencies in the network, we simulate the null distri-
bution using a network permutation method (see the Supplementary
Information). Monte Carlo simulations suggest that this method
minimizes the risk of false positives and recovers true causal effects
without bias (see Supplementary Information).

Figure 2 shows that the observed per-friend treatment effects increase
as tie-strength increases. All of the observed treatment effects fall outside
the null distribution for expressed vote (Fig. 2b), suggesting that they are
significantly different from chance outcomes. For validated vote
(Fig. 2c), the observed treatment effect is near zero for weak ties, but
it spikes upwards and falls outside the null distribution for the top two
deciles. This suggests that strong ties are important for the spread of
real-world voting behaviour. Finally, the treatment effect for polling
place search gradually increases (Fig. 2d), with several of the effects
falling outside the 95% confidence interval of the null distribution.

To simplify the analysis and reporting of results, we arbitrarily
define ‘close friends’ as people who were in the eightieth percentile
or higher (decile 9) of frequency of interaction among all friendships in
the sample (see the Supplementary Information). ‘Friends’ are all other
Facebook friends who had less interaction. A total of 60,491,898 (98%)
users in our sample had at least 1 close friend, with the average user
having about 10 close friends (compared with an average of 139 friends
who were not close).

The results suggest that users were about 0.011% (95% confidence
interval (CI) of null distribution 20.009% to 0.010%) more likely to
engage in an act of political self-expression by clicking on the I Voted
button than they would have been had their friend seen no message.
Similarly, for each close friend who received the social message, an
individual was on average 0.099% (null 95% CI –0.042% to 0.048%)
more likely to express voting.

We also found an effect in the validated vote sample. For each close
friend who received the social message, a user was 0.224% (null 95% CI
–0.181% to 0.174%) more likely to vote than they would have been had
their close friend received no message. Similarly, for information-
seeking behaviour we found that for each close friend who received
the social message, a user was 0.012% (null 95% CI –0.012% to 0.012%)
more likely to click the link to find their polling place than they would
have been had their close friends received no message. In both cases
there was no evidence that other friends had an effect (see
Supplementary Information). Thus, ordinary Facebook friends may
affect online expressive behaviour, but they do not seem to affect
private or real-world political behaviours. In contrast, close friends
seem to have influenced all three.

The magnitude of these contagion effects are small per friend, but it
is important to remember that they result from a single message, and in
many cases it was not possible to change the target’s behaviour. For
example, users may have already voted by absentee ballot before
Election Day, or they may have logged in to Facebook too late to vote
or to influence other users’ voting behaviour. In other words, all effects
measured here are intent-to-treat effects rather than treatment-on-
treated effects, which would be greater if we had better information
about who was eligible to receive the treatment.
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who received the social message were 0.39% (s.e.m., 0.17%; t-test,
P 5 0.02) more likely to vote than users who received no message at
all. Similarly, the difference in voting between those who received the
social message and those who received the informational message was
0.39% (s.e.m., 0.17%; t-test, P 5 0.02), suggesting that seeing faces of
friends significantly contributed to the overall effect of the message on
real-world voting. In fact, turnout among those who received the
informational message was identical to turnout among those in the
control group (treatment effect 0.00%, s.e.m., 0.28%; P 5 0.98), which
raises doubts about the effectiveness of information-only appeals to
vote in this context.

These results show that online political mobilization can have a
direct effect on political self-expression, information seeking and
real-world voting behaviour, and that messages including cues from
an individual’s social network are more effective than information-
only appeals. But what about indirect effects that spread from person
to person in the social network? Users in our sample had on average
149 Facebook friends, with whom they share social information,
although many of these relationships constitute ‘weak ties’. Past
research indicates that close friends have a stronger behavioural effect
on each other than do acquaintances or strangers9,11,13,21. We therefore
expected mobilization to spread more effectively online through
‘strong ties’.

To distinguish users who are likely to have close relationships, we
used the degree to which Facebook friends interacted with each other on
the site (see Supplementary Information for more detail). Higher levels
of interaction indicate that friends are more likely to be physically
proximate and suggest a higher level of commitment to the friendship,
more positive affect between the friends, and a desire for the friendship
to be socially recognized29. We counted the number of interactions
between each pair of friends and categorized them by decile, ranking
them from the lowest to highest percentage of interactions. A validation
study (see Supplementary Information) shows that friends in the highest
decile are those most likely to be close friends in real life (Fig. 2a).

We then used these categories to estimate the effect of the mobil-
ization message on a user’s friends. Random assignment means that
any relationship between the message a user receives and a friend’s
behaviour is not due to shared attributes, as these attributes are not
correlated with the treatment (see Supplementary Information). To
measure a per-friend treatment effect, we compared behaviour in the
friends connected to a user who received the social message to beha-
viour in the friends connected to a user in the control group. To
account for dependencies in the network, we simulate the null distri-
bution using a network permutation method (see the Supplementary
Information). Monte Carlo simulations suggest that this method
minimizes the risk of false positives and recovers true causal effects
without bias (see Supplementary Information).

Figure 2 shows that the observed per-friend treatment effects increase
as tie-strength increases. All of the observed treatment effects fall outside
the null distribution for expressed vote (Fig. 2b), suggesting that they are
significantly different from chance outcomes. For validated vote
(Fig. 2c), the observed treatment effect is near zero for weak ties, but
it spikes upwards and falls outside the null distribution for the top two
deciles. This suggests that strong ties are important for the spread of
real-world voting behaviour. Finally, the treatment effect for polling
place search gradually increases (Fig. 2d), with several of the effects
falling outside the 95% confidence interval of the null distribution.

To simplify the analysis and reporting of results, we arbitrarily
define ‘close friends’ as people who were in the eightieth percentile
or higher (decile 9) of frequency of interaction among all friendships in
the sample (see the Supplementary Information). ‘Friends’ are all other
Facebook friends who had less interaction. A total of 60,491,898 (98%)
users in our sample had at least 1 close friend, with the average user
having about 10 close friends (compared with an average of 139 friends
who were not close).

The results suggest that users were about 0.011% (95% confidence
interval (CI) of null distribution 20.009% to 0.010%) more likely to
engage in an act of political self-expression by clicking on the I Voted
button than they would have been had their friend seen no message.
Similarly, for each close friend who received the social message, an
individual was on average 0.099% (null 95% CI –0.042% to 0.048%)
more likely to express voting.

We also found an effect in the validated vote sample. For each close
friend who received the social message, a user was 0.224% (null 95% CI
–0.181% to 0.174%) more likely to vote than they would have been had
their close friend received no message. Similarly, for information-
seeking behaviour we found that for each close friend who received
the social message, a user was 0.012% (null 95% CI –0.012% to 0.012%)
more likely to click the link to find their polling place than they would
have been had their close friends received no message. In both cases
there was no evidence that other friends had an effect (see
Supplementary Information). Thus, ordinary Facebook friends may
affect online expressive behaviour, but they do not seem to affect
private or real-world political behaviours. In contrast, close friends
seem to have influenced all three.

The magnitude of these contagion effects are small per friend, but it
is important to remember that they result from a single message, and in
many cases it was not possible to change the target’s behaviour. For
example, users may have already voted by absentee ballot before
Election Day, or they may have logged in to Facebook too late to vote
or to influence other users’ voting behaviour. In other words, all effects
measured here are intent-to-treat effects rather than treatment-on-
treated effects, which would be greater if we had better information
about who was eligible to receive the treatment.
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I On login, Facebook users shown advert with “I voted” button

I For some users, the advertisement included profile pictures of
friends who had already clicked the button

I Did this make them more likely to do so themselves?

Sources of interference:

I Content of advertisement depends on actions of previous
recipients

I Traditional word-of-mouth

2Bond. et. al, Nature, 2012.
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Analysis

I Xi = 1 if person i saw profile pictures of friends who voted

I Yi = 1 if person i clicked “I voted” button

I θi = 1 if i would have clicked button under full control

Xi = 0 Xi = 1

Total 611 K 60 M
Yi = 1 109 K 12 M
Hypothesized θi = 1

percentage

Analysis: find the non-rejected values for θ

After trying all possible choices, this was the largest non-rejected
value of

∑
θi

Thus, assuming θ ≤ Y yields one-sided CI:
∑

(Yi − θi ) ≥ 1.2 M
[more]
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Limitations of Tbasic

Tbasic(X ; θ) =
∑

i :treated

θi

Tbasic does not use any spatial or network information

I As a result, it can only count direct effects

I No power to detect spillovers
I Cannot rule out the possibility of no interference, so

confidence interval must include it
I [1.2M, 1.3M] for this example

Next: new test statistic Tspill that uses network information
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Tspill: a Statistic to Detect Spillovers

I Suppose we have geographic or network data.

I Let Tspill equal

“How many people that were near a treated unit would have
still had the outcome in the absence of all treatments”

Tspill(X ; θ) =
∑

i

∑

j

Xiθj · f (dist(i , j)),

where
I f ≥ 0 is a kernel function
I dist(i , j) is the geographic or network distance between i and j

14 / 35



Picture of Tspill

I Task: search over all θ ≤ Y for non-rejected hypotheses

Treatment   X
Outcome   Y 

00000010000000010000
01001111100001111100

Counterfactual  

f( dist(i, j) )

✓

= 1{dist  3}

0?00?????0000?????00

I Conceptually, we could check every possible value for θ this
way. In practice, this is computationally hard and we’ll require
an approximation [algorithm]
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Pros and Cons of Tspill

Good

I Tspill can detect spillovers
I No exposure model is assumed

I CI is never anti-conservative as long as effects are monotone

Bad
I CI can be vacuously large, if

I Kernels are too small or too large (so prior knowledge needed)
I Computational approximation is too conservative
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Simulations

Example simulation:
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Three examples
Varying σh, the radius of treatment effect
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Highly localized effects
σh = 3
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Medium localization
σh = 10
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Diffuse effects
σh = 20

Which simulation is easiest for Tspill? What if σh is misspecified?
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Results
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σh: actual bandwidth. σK : value used in Tspill

Localized effects are much easier to estimate than diffuse ones
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Three more examples
Varying the number of treatments L and units N
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Small L and sparse
L = 10, L

N = 0.004
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Results
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Good results when treatments cause many well-separated clusters
of outcomes. Infill asymptotic performance can be bad (control
group is lost)
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Outline

Goal of Tspill: proof of concept that prior knowledge can be used
to select test statistic, instead of assuming a generative model.

1. Inverting a test statistic

2. Normal-based confidence intervals

Normal-based methods: developed for a particular dataset where
Tspill was bad.

(probably stop here due to time constraints)
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Recap

Without spatial or network information, CI includes range given by
methods that assume SUTVA:

I Necessary since SUTVA cannot be ruled out
I Any difference in upper bounds could be either because

I SUTVA might be anti-conservative due to interference, or
I new method might be conservative

With such information, new methods can give improved estimates
that rule out hypothesis of no interference

I Without placing formal assumptions on the generative model

I Confidence intervals will have correct coverage, even if
network information is only crude proxy to true social
mechanisms
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Kenyan Deworming Experiment3

treatment X 1 1 1 0 1 0 0 1 1
# infections Y 2 3 0 22 17 16 22 12 3

I Schools “randomly” selected for de-worming treatment
I Students later measured for parasitic infections

I Treated: 5.64 infections/school
I Control: 21.1 infections/school

I Interference: treated students were susceptible to reinfection
by untreated ones

I Bad for Tspill, which does well when treated units are
well-separated

3Miguel and Kremer, Econometrica 2004
24 / 35



Kenyan Deworming Experiment3
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counterfactual θ ? ? ? ? ? ? ? ? ?

Notation:

I Xi : treatment of ith school

I Yi : # of infections at ith school

I θi : counterfactual number of infections at school i , if all units
were treated (“full treatment”)
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treatment X 1 1 1 0 1 0 0 1 1
# infections Y 2 3 0 22 17 16 22 12 3
counterfactual θ ? ? ? ? ? ? ? ? ?

Notation:

I Xi : treatment of ith school

I Yi : # of infections at ith school

I θi : counterfactual number of infections at school i , if all units
were treated (“full treatment”)

Assumption: θi ≤ Yi for all i , i.e., “treatments never hurt”

Goal: Estimate θ̄ = N−1
∑

i θi

Note: No other assumptions on interference required

3Miguel and Kremer, Econometrica 2004
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Approach
I Suppose that θ was observed for the L treated units:

A t-test based 95% confidence upper bound for θ:

θ̂ + t.95

√
N − L

N
· σ̂

2

L
, (1)

where θ̂ and σ̂ are the sample mean and variance:

θ̂ =
1

L

∑

treated

θi and σ̂2 =
1

L− 1

∑

treated

(θi − θ̂)2

I In our setting, θ is not observed, but we know θi ≤ Yi :

Upper bound on (1) given by:

max
θ

θ̂ + t.95

√
N − L

N
· σ̂

2

L
,

such that 0 ≤ θi ≤ Yi [algorithm for integer θ]
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Results for Deworming Experiment

With 95% confidence:

I Under full treatment, at most 7.1 infections/school

I Under full control, at least 18.3 infections/school
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Limitations

Similar to Tbasic, using θ̂ and σ̂ does not require any spatial or
network information, since:

θ̂ =
1

L

∑

treated

θi and σ̂2 =
1

L− 1

∑

treated

(θi − θ̂)2

I As a result, it can only count direct effects

I No power to detect spillovers
I Cannot rule out the possibility of no interference, so

confidence interval must include it
I [4.2, 7.1] under full treatment for this example

27 / 35



Using Spatial Information

treatment X 1 1 1 0 1 0 0 1 1
# infections Y 2 3 0 22 17 16 22 12 3
counterfactual θ ? ? ? ? ? ? ? ? ?

︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
group 1 group 2 group 3

I Pre-treatment, assign nearby schools into equal-sized groups

I Declare that a group is treated if all schools in the group are
treated

I Fact: Distribution of the treated groups is a random sample

I Use same upper bound, but with group-level X ,Y , and θ:

max
θ

θ̂ + t.95

√
σ̂2

n
,

such that 0 ≤ θi ≤ Yi
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Extensions (work in progress)

1. Declare a group to be treated if at least m schools in the
group are treated

2. Overlapping groups

For each case, same approach still works:

max
θ

θ̂ + t.95

√
σ̂2

n
,

such that 0 ≤ θi ≤ Yi ,

but with new formulas for θ̂ and σ̂2:

I Two-stage sample

I U-statistic

Tentative result: at most 6.2 infections/school under full
treatment
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Recap

Without spatial or network information, CI includes range given by
methods that assume SUTVA:

I Necessary since SUTVA cannot be ruled out
I Any difference in upper bounds could be either because

I SUTVA might be anti-conservative due to interference, or
I new method might be conservative

With such information, new methods can give improved estimates
that rule out hypothesis of no interference

I Without placing formal assumptions on the generative model

I Confidence intervals will have correct coverage, even if
network information is only crude proxy to true social
mechanisms
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Backup Slides
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Simple Idea (that doesn’t work)
Simple idea: use Yi directly as an upper bound each θi
Problem: error bars may be too small

I Suppose Yi = 10, 10, 11, 11, 11 for untreated units:

Yavg + t.95

√
σ̂2Y
5

= 11.1

I while actually θi = 0, 10, 11, 11, 11:

θavg + t.95

√
σ̂2

5
= 13.2,

I Point estimate using Y is an upper bound, i.e, Yavg ≥ θavg
I But confidence interval using Y decreased, and loss of

coverage results

[back]
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What if there are Defiers?

Original Assumption θ ≤ Y :

max
θ∈{0,1}N

∑

i

θi

such that T (X ; θ) ≤ t.95(θ)

θi ≤ Yi for all i

Under new assumption, treatment effects are

I Nonnegative in aggregate for control

I Arbitrary (including interference) for treated

New formulation gave identical estimate for Facebook experiment

[back]
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Weaker assumption:

max
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i
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such that T (X ; θ) ≤ t.95(θ)
∑

i :control

θi ≤
∑

i :control
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Sketch of the Algorithm

I Formulate as an optimization problem:

max
θ

∑

i

θi

such that T (X ; θ) ≤ tα(θ)

θ ≤ Y .

I (This is still computationally hard)
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Sketch of the Algorithm

I Loosen the T (X ; θ) ≤ tα(θ) constraint4

max
θ

∑

i

θi

such that
T (X ; θ)− ET (X ; θ)

(VarT (X ; θ))1/2
≤ C

θ ≤ Y .

I (This is still computationally hard)

4This is valid by Chebychev, or even better if T is approximately normal
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Sketch of the Algorithm

Problem: Number of possible choices for θ satisfying θ ≤ Y is
huge

Var T (X; ✓)

T (X; ✓) � ET (X; ✓)

X

i

✓i
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Sketch of the Algorithm

Relaxation: Convex hull is low dimensional and easily searched.
Gives upper bound of the objective function

Var T (X; ✓)

T (X; ✓) � ET (X; ✓)

X

i

✓i

Convex hull can be computed in polynomial time, using method
from binary image denoising (which involves Ford-Fulkerson max
flow/min cut!) [Grieg, JRSS B, 1989] [back]
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Solution Method for Integer θ
Want to solve:

max
θ

θ̂ + t.95

√
L− N

N
· σ̂

2

L
,

such that 0 ≤ θi ≤ Yi

Exhaustive search: for each possible value of θ̂, find best σ̂ by
solving:

max
θ

∑

treated

θ2i

such that
1

L

∑

treated

θi = θ̂

0 ≤ θi ≤ Yi

This is a path planning problem that can be formulated as a
dynamic program. [back]
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